
Vector Differentiation
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Review of Differentiation Rules: Multiple
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𝑓𝑔𝑓

𝑔

𝑓∆𝑔

𝑔∆𝑓



Review of Differentiation Rules: Composite

𝑓′(𝑔(𝑥)) = 𝑓! 𝑔 𝑥 𝑔′(𝑥)
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Two Ways to Understand Vector
• Dot product define linear relationship between input & output

Linear form

𝑥 = �⃗� ⋅ 𝑢

scalar𝑥 vector𝑢

vector �⃗�

Spatial direction or position 



Differential of a Scalar Function w.r.t. Vector 
• Inner product with 𝑑�⃗� gives difference 𝑑𝑊

𝑑𝑊 =
𝜕𝑊(�⃗�)
𝜕�⃗�

⋅ 𝑑�⃗�

vector

Since 𝑑�⃗� and 𝑑𝑊 change linearly, 𝜕𝑊(�⃗�)/𝜕�⃗� should be a vector



Differential of a Scalar Function w.r.t. Vector 
• The differential can be written as

𝜕𝑊(�⃗�)
𝜕�⃗�

=
𝜕𝑊
𝜕𝑝!

𝑒! +
𝜕𝑊
𝜕𝑝"

𝑒" +
𝜕𝑊
𝜕𝑝#

𝑒#

check it out!



Let’s Practice Differentiation!

𝑊 �⃗� = �⃗� "

𝑊 �⃗� = 01 �⃗�

check it out!

W �⃗� = �⃗� 4 �⃗�



Scalar Triple Product (スカラー三重積)
• Volume of parallelepiped

𝑐

�⃗�

𝑏

𝑊 = �⃗� ⋅ 𝑏×𝑐



Scalar Triple Product and Determinant
• Scalar triple product is related to the volume change ratio

�⃗� ⋅ 𝑏×𝑐 = 𝑑𝑒𝑡
𝑎! 𝑏! 𝑐!
𝑎" 𝑏" 𝑐"
𝑎# 𝑏# 𝑐#

𝐹𝑐

�⃗�

𝑏

𝑒!

𝐹

𝑒"
𝑒#



Differential of Scalar Triple Product

𝑏 �⃗�

�⃗�

𝑊(�⃗�) = 𝑏 ⋅ �⃗�×�⃗�

𝜕𝑊
𝜕�⃗�

=?
check it out!



Differentiation of Vector w.r.t. Vector
• Inner product with 𝑑�⃗� gives difference 𝑑�⃗�

𝑑�⃗� =
𝜕�⃗�(�⃗�)
𝜕�⃗�

⋅ 𝑑�⃗�

matrix

Since 𝑑�⃗� and 𝑑�⃗� change linearly, 𝜕�⃗�(�⃗�)/𝜕�⃗� should be a matrix



Differentiation of Vector w.r.t. Vector
• Inner product with 𝑑�⃗� gives difference 𝑑�⃗�

"$⃗
"%⃗
= "$!

"%!
𝑒&⨂𝑒& +

"$!
"%"

𝑒&⨂𝑒' +
"$"
"%!

𝑒'⨂𝑒&⋯

=∑(∑)
"$#
"%$

𝑒(⨂𝑒)



Let’s Practice Differentiation!

�⃗� = 𝐴 ⋅ �⃗�

�⃗� = �⃗�

�⃗� = �⃗�/ �⃗�

check it out!�⃗� = (�⃗� ⋅ �⃗�)𝑏



Differentiation w.r.t Vectors
• Transform the equation into a polynomial

14

𝑊 𝜔 = ⋯
= ⋯
= 𝑎 + 𝑏$𝜔 + 𝜔$𝐶𝜔 +⋯

Gradient: 

Hessian: 

𝜕𝑊
𝜕𝜔

= 𝑏

𝜕"𝑊
𝜕𝜔" = 𝐶$ + 𝐶


